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Potential Function Method Approach to
Pattern Recognition Applications

Peter Grabusts
Rezekne Academy of Technologfgbrivoshanas alley 115, Rezekne, Latvia

Abstract. Potential function method was originally offered to solve the pattern recognition tasks, then it was
generalized to a wider range of tasks, which were associated with the function approximation. Potential function method
algorithms are based on the hypothesis of the nature of the function that separates sets according to different classes of
patterns. Geometrical interpretation of pattern recognition task includes display of patterns in the form of vector in the
space of input signal that allows to perceive the learning as approximation task. The paper describes the essence of
potential function method and the learning procedure is shown that is based on practical application of potential methods.
Pattern recognition applications with the help of examples of potential functions and company bankruptcy data analysis

with the help of potential functions are given.
Keywords: potential functions, pattern recognition, bankruptcy prediction.

patterns [3], [5], [11]. Further description of the

I. INTRODUCTION algorithm is given in the pattern recognition comte

It is known from physics that the distribution of Assume that there are two compact groups of charges

electrical charge potential (depending on the dita " € space. In the one group the charges are
to the charge) is determined by the formula: negative but in the other positive. Fig. 2 représen

p=a q these groups and the set potential distributiomeur
Y

where a — coefficient;
g — charge size;
r — the distance from the given point to the

Charge. A FtF N\ mmmmmmmee-
Geometrical interpretation of distribution of

potentials is shown in Fig. 1.
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Fig.2. Potential groups
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Each point of the space is closer to the set whose
potential at that point is larger. Any point can be
2 3 4 5 associated with specific set depending on the total
potential sign at that point. Hence, the total pts

Distance curve is at the same time set separating curve. Say
Fig.1. Distribution of potential point 1 has positive potential, so it can be asdito
setA; point 3 has negative potential and it can be

Thus, the pOtential value can serve as a Startingscribed to Sﬁ: point 2 has zero potentia' on the
point of the distance to the charge. When the etect boundary of sets.
field is made by a number of charges, the potenfial Similar assumptions can be laid down in the
each point of the field is equal to the amountf&f t pattern recognition basis by connecting vectors of
potentials created by each of the charges in #iistp  |earning patterns with certain potential functiohet
If charges form a compact group, then the maximumys consider the idea of potential function methad o
value potential will take the charge internally and the basis of two-class separability.
respectively decrease, falling away from that group Suppose that classdsandB do not intersect, i.e.,

The algorithm of the potential function method is j, setx at least one separation functi¢hiz) exists
based on the hypothesis about the function charactynich assumes positive values (corresponding to
that separates sets according to different classes class4) and negative values (corresponding to class
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B). In general case there may be many such

separation functions.

A; — integer numbers different from 0.
In what follows we will assume that;(x) and

In the process of learning, points in space X areK(x,y) are restricted ateAUB. Variabley will be

sequentially shown and it is declared to which <las
these points belong. Provided that this informatsn
only available, it is required to determine the
separation function within the finite number ofpste
Then it would be possible to ascertain the conformi
of test set points to clagsor B depending on the
separation function sign at those points.
II. LEARNING PROCEDUREBASEDONTHE
POTENTIAL FUNCTIONMETHOD
Solving of that task deals with the following
procedure: if some point, appears in the course of
learning, potential functiorK(x,x;) is associated
with it, which is set over the whole sEtand is
dependent om,as a parameter (“potential function”).
In the process of learning, to point collection
X1,%,, .. @ collection of potential functions
correspondsK (x, x,), K(x, x,) ... used to determine
function W(x, x,, x,, ... by means of certain rules.
These rules are determined so t#afx, x;, x5, ...)
would tend to some of separation functions. The

procedure when separation function is successively
constructed using the functions, which are shown by

space points, is called potential function mettsid [

In order to ensure learning of that type, it isffir
necessary to restrict choice of spacand of function
classy(x). Otherwise, points may appear in testing
whose membership class
restriction is determined so that in spacexistence
of such functiongp;(x))i = 1,2,...) is accepted at
which it is possible for each pair of separable $et
find such aV under which separation function could
be assigned as follows (description of variables se
below):

P(x) :Zq«pi(x) 2)

interpreted using the points that appear in thegss
of learning.

Suppose that in the course of learning, points
X1, X5, ..., X, @ppear and each of them belongs either
to setd or to setB. Let us assume conditionally that
positive values belong to sétbut negative values
belong to seB. In learning, after the first point is
shown, functiork, (x) is constructed that is equal to
the potential at point; taken with the sign of the
corresponding set, i.e.:

K% %) if x €A
KK@_{4qu) it x,cp O

Further algorithm execution is based on induction.
Assume that after the —th appearance, potential
K,.(x) is created. Suppose that at the rext 1) —
th learning step, point, + 1 appears. As a result of
that, four cases can occur:

e A, K(Xr+1)> ()
e B, K(Xr+1)< (b)
e A, K(Xr+1)< (©)
e B, K(Xr+1)> (d)

In cases (a) and (b) the sign of the set to whigh x
belongs and the sign &, (x,,,) coincide, which
means that the algorithm correctly classifies point

is misclassified. Thex,,,. In this case it is assumed tiat, ; (x) = K, (x).

In cases (c) and (d) there is an error as thedafign
the set and the sign &f.,, do not coincide. “Error
correction” is accomplished as follows:
in case (c) it is assumed thak,,,(x) =
K.(x) + K(x,x.,) and
in case (d) it is assumed thé&t,,(x) =
K () — K(x,%p41).

The learning algorithm described above can be
used in this way: during learning, when the th

Let us introduce some important basic conceptspoint appears, functiol(x) is constructed. After a

To each poink X there corresponds poiptZ with
co-ordinatesz; = ¢;(x) . Using formula (2), the
separation function ¥(x) in space Z can be
N
represented as linear functicﬁ G.Z, . Since
k=1

{> Q..xe A} 3)

<0.xeB

N
) = D GZ
k=1

then points in spacg that belong to different classes ||,

are separated by hyperplane
As a potential function, we will use the function
of two variable arguments:
KX y) =2 2o (0o (Y) 4)
i=1

where ¢;(x) (i=12...) a system of linear
independent functions ( see condition (2) above);
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sufficiently long learning, the process is inteteg
but functionK,(x) is supposed to be a separation
function. As a result of testing, after a new paiht
has appeared, the value Kf(x*) is calculated and
this point is ascribed to cladsor B depending on the
sign of K, (x™).

The results of practical implementation of the
method are discussed below.

PATTERNRECOGNITIONWITH POTENTIAL
FUNCTIONAPPLICATIONS

A. Experiment I. Artificial data

Let us consider the application of potential
function method in pattern recognition tasks.
Statistical data on  automotive  diagnostic
measurements were taken as the learning data. The
following measurements were made:
mileage;
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- towing capacity;
exhaust gas;
relevant class.
Classification is as follows:
1- norm;
2- ring weatr,;
3- cylinder group wear;
4- cylinder wear.

Learning set consists of 4 classes of 15 patterns i
each class. After learning the testing is carriedl o
using the given data, for which the relevance to a
particular class was previously known. The
recognition accuracy should be the result of tgstin

The potential function takes the form of a function
(see Fig. 3):

@(R) = (6)

1+ aR?
where « - learning parameter;

R — the distance between the point where the
potential is calculated and the point of learniag s

A - the value of potential that is assigned to the
point in the process of learning (weight).

»

Potential Energy
o o o
N o

-4 =2 2 4

Distance

Fig. 3. Potential &tion within [-5,5]

The learning procedure is as follows:

1. We introduce learning set patterns of all four
classesv,, W,, W, W,.

2. We take all the patterns in turn (starting with
the firstX;) and determine the corresponding class to
this pattern:

where

Scientific and Practical Conferen&olume II, 30-35

b) We calculate out the potential functions:

D1 Py 3700 reeeennenened P e
Dy s Prgyy 10eeeeeeeessesnennd Py
Pz 1 Pz reeeereesesnenennens Pz
Dy s Py 10eeeeeereenennens Prie s

using the formula

— ﬂ'n
— //ln
__ A
A
Py

_ n
n 2
1+ aszlvn

c) we calculate the average value of the potential

created by the patterns of each class with respect
the learning pattern:

1 O™
¥ wx =N_Z_l:¢x1xn

1 Nle
Y Py,
NYn 1=
1 @&
'//w3xl N4 z,
1
'//w4x1 _N_ (oxlvn )

N, ,N, ,N, N, - the number of

a) determine the distance squares from thepaierns in each class (in this case — 15 patierns
learning subordinated pattern to all others. In@ica oach class)

classes of patterns with:
Classl x4, x5, ..., X15
Class2 yi,¥5, ., V1s
Class3 zy,7Zy, ..., 215
Class4 vy, vy, ..., Vq5

It has to be calculated:
Rox s R, s
Rey Riy,»
R>2<121 ’ Rizz !

2 .p2
RX1V1 ! RX1V2 !
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d) We compare the values of

ViV Vs Vi and the learner pattern is
attributed to the class which creates the greatest
potential for this pattern.

3) We set the pattern recognition accuracy i.e.
compare the resulting class value with the preWous
known.

4) If the pattern is recognized correctly (classes
match) - move to the next pattern.

5) If the image is not recognized correctly, we
increase the "weight" value by 1 and move to the
next pattern.

6) After the last pattern recognition the first
learning cycle ends. We start a new cycle - again
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repeat learning points 2,3,4,5 (starting from tinst f
and ending with the last pattern). Learning shall b
done as long as all the patterns are recognizel
correctly at the current cycle - resulting clastuea
coincide with the previously given.

7) We save the resulting values for each patterr
(which will be required for the testing phase).

8) At the given value the learning is completed.

For each pattern to be tested we do the activities
listed in the second point, and the pattern isiadpb
one of the four classes. Comparing the computed
value of the class with previously known - we find
out whether the pattern is recognized correctly or

Learning steps dependency on a

LEARNING STEPS
|

Fig. 3. Learning dependency an

Unrecognized patterns dependency on a

incorrectly.

We take the next test pattern and so on. At the enc
of the testing we process the results obtained, for
the number of incorrectly recognized

example,
patterns, etc.

As a learning sample the following data were
taken (60 patterns - 4 class of 15). Learning

coefficienta changed within [0.005; 1.000].

Analyzing the learning and testing results, it can

be concluded that the algorithm converges awall
values, but the number of learning cycles decrease
with increasing ofr value. Ata > 0.03 the learning is

performed in the first step. Table | shows the nemb
of learning steps and the number of unrecognize

patterns at different values afcoefficient.

Table I.
LEarning steps and Unrecognized patterns
o Learning steps | Unrecognized patterns

0.01 12

0.02

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.2

0.3

0.4

0.5

0.6
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The Fig. 3 shows number of learning steps

dependence om, Fig. 4 — number of unrecognized

patterns dependence an
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/

Unrecognized patterns

Alpha

Fig. 4. Unrecognized patterns number dependemcy o

d The result of the experiment - correct pattern

recognition is performed for 92.5% of all tested
patterns (9 patterns remained unrecognized: 3 from
classW,, 5 from clasd¥;, and 1 from clas#/,).

Thus, 100% recognition in the result of data
experiment is obviously not possible for the reason
that classes overlap, and hence it is not possible
construct a "good" separating function.

B.Experiment 11. Bankruptcy data

Bankruptcy diagnostics is a directed financial
analysis system whose area is crisis situationrabnt
at the enterprises. In the analysis of the general
financial situation of the company a separate grafup
financial ratios is made, using which it is possibd
reason about the threat of bankruptcy [6], [7],]{10
[12], [14].

The task of this experiment is to examine
bankruptcy data by potential function method apilit
to correctly perform classification - bankrupt ama
bankrupt (only two-class separability).

The data on firm bankruptcy were taken from
[13], [15]. For the purpose of experiments, balance
sheet data of 63 companies were used (46 -
bankruptcy and 17 - not bankruptcy). It was decided
to calculate the following financial ratios on thasis
of the data available and further use them intadl t
experiments:

e R2: Cash Flow / Current Liabilities;

R3: Cash Flow / Total Assets;

e R7: Current Assets / Current Liabilities;

e R9: Current Assets / Total Assets;

e R31: Working capital / Total assets.
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Misclassified cases

In the first part of the experiment, the effect of
learning parameter on the duration of learning
(epochs) was examined. As a learning set, the
bankruptcy data were used. A sample of the same
firm bankruptcy data served as a test data. Legrnin
parametera varied within the limits [0.1, 2.0].
Learning results are given in Fig. 5.

Count

Number of misclassified cases

1400

Fig.6. Misclassified cases dependence on the adypdrametei

g, So, at these bankruptcy data misclassified cases
g™ for the case of potential functions are 4, 8, 81,37,
50, 59. Hence, a conclusion can be made that

potential function method can be used for bankmuptc
data analysis, such as neural networks [1], [Z], [4
[8], [9], [13]. However, one has to be careful in
interpreting the results.

Learning parameter

Fig.5. Graph of parameter’'s dependence on the nuaflepochs

By analyzing the results of learning, one can IV. CONCLUSIONS
conclude that the algorithm converges at all ¢he We have presented potential functions
values assigned but the number of learning cyclesmplementation possibility in bankruptcy prediction
goes down ag value increases. (the experiments have been performed in the Matlab
In the second part of the experiment, testing andenvironment). The experiments have shown that these
analysis of learning algorithm execution dependingmethods can be viewed as alternatives to traditiona
on the value of potential, were performed. It wasbankruptcy prediction methods. Popular neural
found that after the learning the points of theegiv network models need significant parameter
test set were identified correctly, i.ex, values debugging resources to achieve valid results, whose
calculated in the course of learning enabled one tgorrectness could be checked with traditional
determine correctly the input data class: bankarpt methods.
not bankrupt. After application of potential furnrs It can be concluded that different methods yield
in the algorithm, the initiak values are equal to 0. If different results and they have to be analyzed
a point is not classified correctly during learnitige  carefully.
value of that parameter, is increased by 1. Assaltre

of the experiment it was found that in bankruptcy

data set there were 7 points for which correctibn o []
parameterr was performed most frequently during 2
learning. Table Il represents these points and the
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