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Abstract. Medical research is a complex multi-disciplinary task involving specialists from different fields and 
professions, not only medical professionals. Medical databases are structured by information technology experts, but the 
contents must be tailored to the medical field. When the medical staff defines the information they use, terminology from 
their particular field of expertise is employed. This leads to misunderstandings between the maintainers and developers of 
information technology solutions, and the users of those solutions. When the time comes that a user, who is a medical 
professional, requires very specific data from the database, the chance of obtaining the data incorrectly is very high. By 
defining specific concepts and relationships between the data, in an explicit shared specification, some of the above 
problems can be avoided. The developed ontology-based data access system, described in this paper, provides a tool to 
store, manage and use definitions of common terminology and their mappings to the database. It is also capable of 
reasoning about the relationships between terms and indicates inconsistencies of term definitions, if any are present. By 
defining these interconnected terms in the ontology and by working through the system, all experts and software tools, 
who use the data, are able to use and reuse these terms to obtain data in a reliable and predefined way. This paper 
discusses the development and implementation of the ontology-based data access system, the ontology describing the 
medical data and the data mapping system, linking data from the database to concepts and virtual ontology individuals.  
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I. INTRODUCTION 

There are cases when an information system can 
be built using standardized blocks and known 
approaches. In the case of a small online store or a 
similar field, the technology and development steps 
can be known even before development starts. In 
some other cases, minimal analysis of the field is 
required and after finalizing the users’ specifications 
of the information system, development can begin. 
However, there are fields where development is much 
more difficult. Specifications cannot be fully 
determined beforehand or can change over time. 
Medical research, or any research can be such a field. 
In the case of medical research, the procurer of the 
system may envisage the need to catalogue some 
medical procedures and a fixed pipeline of analysis 
for the research. However, the procedures, the order 
in which the procedures are commissioned, the types 
of analysis, the desired participants and many other 
aspects may change over time. There are no fixed 
approaches for such situations. Furthermore, any 
knowledge about the domain may exist only within 
the currently used system in a derived state. Any 
knowledge that went into the development may be 
found in the documentation. However, the 
documentation exists only in the form of informal 
text meant to be read by humans. Frequently, only the 
original developer truly knows how the system 
works. 

The uses of the data structures in the existing 
system are only truly known to the developer. They 
might also have changed over time. Understanding 
the significance of database columns may not be 
sufficient to understand the data. Some columns 
might not be used anymore. Some values might be 
outdated. New structures replace the old ones, while 
still maintaining some aspect of the old system. This 
all leads to confusion and makes maintenance and 
improving of the system increasingly difficult. 

Another aspect to be considered is that databases 
for scientific research may be accessed not only by 
administration personal, but also by researchers to 
analyse the data. These requests for data may be very 
different. Different researchers are interested in 
different data. This means that standard reports or 
data extraction solutions may not be possible to 
implement, since the requests for data are constantly 
changing. Providing all the data without structure and 
context will lead to misunderstandings, or the 
inability of the researcher to do anything useful with 
the data. Providing a standardized report solution may 
work for a limited time and only for a certain 
repeating task. 

That all necessitates using knowledge in the 
system. When knowledge about the domain and the 
system’s inner working is embedded into the system 
itself, it becomes accessible and usable by both 
different human users, software agents, and different 
modules of the information system itself. This paper 
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describes the development of an ontology-based 
system for extending an existing ontology-less 
information system, for the medical field. This is 
done by adding ontology reasoning capabilities to 
information access. The ontology allows for the 
storage of knowledge about the field to make it 
possible to retrieve data from a complex relational 
database in a simple and intuitive way. Information 
retrieval becomes paired with reasoning. 

 
II. EXISTING SOLUTIONS 

Using ontology as a knowledge extension is not a 
new idea; it is employed in many different fields [1] - 
[3]. The use of related semantic meaning to mostly 
plain data offers additional opportunities desired by 
both system users and developers. Using ontologies 
in the medical field has gained popularity in recent 
years [4] – [7]. This is partly due to medical 
information being often complex in structure and 
using complex terminology. There already exist 
multiple solutions for accessing databases using 
ontologies or other semantic technologies [8]. 
Although, ontologies are offering two levels of 
descriptions, the TBox and the ABox, it is apparent 
that separating these levels can be beneficial. This 
can be achieved by using the ontology only to 
describe terminology and higher conceptual relations 
and applying it to data, stored separately. However, 
we find that the existing solutions are lacking in 
certain aspects, mostly due to the way the knowledge 
is stored [9]. Many of these solutions require that the 
database is built from ground up to the specifications 
of the solutions. These solutions propose a triple store 
database. These are specific databases meant for the 
storage of subject-predicate-object triples. These 
triples are the smallest unit used to describe the 
concepts of the ontology. Although, these solutions 
are capable of storing and retrieving information 
using ontology knowledge, they are very difficult for 
the task of adding knowledge-based support for an 
existing software solution. Restructuring the existing 
database in this way is often not viable. This is due to 
all previously developed solutions being tuned to the 
database technology and data structures. Also, 
converting a database into a network of related data, 
as is the case with triples, the retrieval of data, as it is 
possible in relational databases, becomes more 
complex and resource intensive. This would raise the 
usage of resource not only for any new software 
solutions, but also for any existing solutions. 

Another shortcoming is the complexity of 
retrieving and using the knowledge. The current way 
of retrieving knowledge from an ontology is to use 
SPARQL queries over the RDF data [10]. Having an 
ontology describing the data can offer additional 
advantages over classical data description solutions. 
However, if the complexity of correctly obtaining 
data increases with the addition of ontology, it is less 
likely to be used by the average user. SPARQL 

queries are not simpler than SQL queries, in fact they 
are in many aspects more complex. In order to make 
the addition of ontology to an existing solution an 
improvement, we prioritize ease-of-use and ease-of-
integration. 

The developed solution described in this paper is 
able to connect and use an existing database to obtain 
data on which to perform induction and deduction 
reasoning, without making any changes to the 
database or requiring any additional compliancy. The 
developed solution extracts data using simple SQL 
queries, making it no different from any other 
software module accessing it. Many existing 
solutions are based around the usage of the language 
and conformity to all linguistic aspects of ontologies. 
Many solutions will put their conformity to RDF at 
the centre of the solutions. This is due to the most 
popular ontology language OWL being and extension 
of RDF and RDF schema. The proposed solution 
aims at making it easy for the user and developer to 
use ontology specific capabilities, by concentrating 
on what makes an ontology an ontology, instead of 
viewing an ontology as an additional meta-layer to 
RDF. The descriptive and reasoning capabilities of an 
ontology are interesting in themselves and could be 
used to perform tasks in a stand-alone way. 
Ontologies describe the class layer of individuals, 
relations between them and the attributes of 
properties themselves. This can be used to create 
usable descriptions without making use of lower level 
structures. However, this requires that the ontology 
used with the system is created in a certain way. The 
development of the system is tuned to its use. 

 
III.  DEVELOPMENT OF THE SYSTEM 
System development starts with the analysis of the 

field aimed at creating an ontology for it. There are 
multiple types of ontologies. Some ontologies are 
very abstract and describe high-level concepts, such 
as time and what a place is. There are more specific 
ontologies describing a certain domain or field of 
interest. At the lowest level, there are application 
ontologies, defined for a certain application only. In 
the case of the developed system, the ontology is a 
combination of a domain ontology with database 
specific mappings and based on the structure of the 
database. Since the primary use for the ontology will 
be to access the database and all information is 
obtained from the database, forming the ontology 
around the structure and content of the database is not 
only unavoidable, but also an opportunity to shape 
the ontology in a useful way. A downside to this is 
that the ontology is not a pure domain ontology. All 
concepts are viewed through the context of the 
database. If some unit of information exists in the 
database and describes some real-world object, some 
concept describing such units must exist in the 
ontology. On the other hand, if some concept exists in 
the ontology, but there is no data in the database, 
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which could be used to instantiate an object of this 
concept, the existence of such concept in the ontology 
can be questioned.  

Having developed the ontology, the system is 
capable of reading and constructing a memory model 
of the ontology. In this case, a new solution has been 
built from scratch. It reads an ontology described in 
OWL/XML and constructs a concept-network based 
ontology in its memory. 

Figure 1 shows the systems schema. The system 
consists of the pre-existing database, the ontology, an 
interface module and a SQL generator. The database 
is analysed and an ontology is created. The created 
ontology is used in both the SQL generator and the 
interface module for selecting required concepts. The 
selected concept together with the definitions 
provided in the ontology are used by the SQL 
generator to obtain data. All related concepts of the 
obtained database records are found and provided to 
the user through the interface. 

A. Database analysis 
The first step in developing an intelligent system 

for an already existing solution is to analyse the inner 
workings of the existing solution. In this case, there 
was an already established database for the project. 
The database contains all the data relevant to the 
project. The database is structured around a central 
table containing data about participants in the medical 
study. Participants are defined as people who at some 
point agreed to participate in the study. This table 
contains the names, addresses and other personal 
information about these people. It also contains fields 
classifying them as different kinds of participants. 
One field describes their status. They can be active 
participants or can have been excluded from the 
study, for some reason. Another field describes their 
subtype. Participants are divided into the main group 
and a control group. Further still, since the study had 
multiple stages, the participants were further divided 
into participants of the current main study and 
participants of the previous pilot study. 

When the participants first joined the study, they 
were given questionnaires. Each questionnaire had its 
own database table containing the respondents’ 
answers. Each respondent will have either 1 or no 
corresponding record in each of these tables. If the 
respondent was excluded from the study, there will be 

a record for the respondent in the main table, without 
a corresponding questionnaire record. 

Other tables describe medical procedures. Most 
procedures are divided into two tables. One table 
holds records for a distinct procedure at a specific 
date. Another table will hold multiple records related 
to the procedure. There are usually records for 
obtained samples (blood samples, biopsies) and some 
data about medical results if the samples have been 
analysed. 

It is important to understand how the database 
table is used and what data it describes. It is also 
important to conduct a more technical analysis of the 
data contained in the database. Direct access to the 
database was not given, and only views were used for 
data extraction. Since all tables were accessed 
through table views, some important definitions were 
lost. Since the developed system should make use of 
the views instead of the tables directly, almost all 
information about the database structure had to be 
obtained from the accessible data. By using methods 
described in an earlier paper [11], it was possible to 
obtain information about distinct values and key 
pairs. A meta description of the database was created. 
In the case of a well-maintained database, such step 
would not be required. It would be possible to obtain 
such data from the definitions and the meta data of 
the database. 

The result of the analysis is that an ontology 
describing the content of the database must be able to 
reference certain data values and relationships 
between tables. Each database record can be viewed 
as an individual of the table class. The meaning of the 
table class is not necessarily readily available. The 
only thing that can be said for sure, is that a database 
table is a grouping concept for its records. For 
example, the database of the described project has the 
participants table. However, it would be wrong to 
equate the concept of the database table to the 
concept of a participant. This is due to the table 
having records which are not real participants. 
Therefore, the concept of a real participant would be 
a sub concept of the concept describing the database 
sable. 

B. Ontology building 
Once the database is well understood, the 

ontology for the system can be built. There exist 
many different approaches to building ontologies. 
These approaches are described in many papers [12]. 
When an ontology is being created from a specific 
domain, often terminology is analysed. There is no 
wrong way to create an ontology, however, there is 
no guarantee of the ontology being usable, or usable 
for the specific task. By basing ontology development 
directly on a database, and for the task of ontology-
based data access, the likelihood of the concepts 
being usable and used in the task is higher. By 
knowing what data are stored in the database, what 
groups are described by the data and understanding 

Fig.  1.  System structure 
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Fig.  2.  Related concepts 

the meaning of the data, it is possible to define 
concepts describing these groups. 

The ontology is first filled with concepts 
describing records from tables. For each table, a 
corresponding table-concept is created. As described 
earlier, these concepts have a very specific use. They 
do not necessarily describe the thing they were named 
after and it would also be wrong to use these concepts 
as descriptions of database technology. Instead, these 
concepts are used as grouping concept for the records 
and are also used as mappings. When the SQL 
generator encounters a concept, having a database 
table name, it knows that this table will be used in the 
query. Many times, an ontology based on a database 
will start to describe the database more, than 
describing the field. Often ontologies based on 
databases will automatically contain generated 
concepts and properties based on tables and fields. 
This should not be considered correct for the 
purposes of this system. In order to create the needed 
link to the database, fields will be addressed, but only 
the most necessary fields, not all of them. This means 
that the knowledge engineer defines the mapping to 
the database as needed, instead of using all possible 
mappings. This is helpful to keep the ontology small 
enough to be understandable by humans. 

For the database, the system has been developed 
for, the following ontology concepts have been 
defined. Based on the status, concepts for active 
participants, excluded participants, decided 
participants, main study participants and pilot study 
participants have been defined. These concepts are 
given a definition based on a database value. For 
example, the participants of the main study are 
defined as records of the participants table with a 
value of “Main” in the data attribute correlating to the 
table field holding this information. 

Database tables can be found in the names of the 
special class concepts. Field names can be found in 

the data properties of the ontology. They are used to 
define complex classes. The third kind of mapping 
between the ontology and the database are object 
properties. Object properties describe relations 
between individuals. In a database, these are primary 
and foreign key mappings. In the ontology, special 
object properties are defined. In order to handle 
mapping, annotations are used. A special annotation 
property is defined to indicate database mapping. 
Using these annotation properties, the database tables 
and fields, participating in the relationship, are 
defined. 

The purpose of the system is to extend 
knowledge. Therefore, it is not enough to have these 
base types. They are only used to define mappings. 
The real knowledge has to be added to the ontology 
as sub and super classes of the mapping classes and 
properties. 

C. Development of ontology reasoner 
The developed ontology can now be used to 

access the database, but before that can happen, a 
reasoning system must be developed capable of using 
concepts, their descriptions and relations to perform 
the necessary reasoning for correct access to the 
database. Ontology reasoning at its core is based on 
extending the existing hierarchy of concepts. Each 
concept (class, object property, data property, 
datatype) is assigned some position in a pre-
established hierarchy. This hierarchy can be extended 
when analysing complex concepts. The developed 
solution searches for special cases and adds new 
hierarchical relations, based on these cases. 

Once the hierarchy has been fully extended, it can 
be used for classification. When a new instance of a 
concept is added to the ontology, complex concepts 
can be used to determine, whether this new instance 
can be classified as any of them. No additional 
reasoning is required, since the hierarchy already 
connects the new instance to all other concepts. The 
only additional reasoning required is to check if the 
individual belongs to multiple internally disjoint 
classes. If this happens, the ontology is inconsistent 
and must be checked. 

D. SQL generator 
The SQL generator is a direct extension to the 

reasoner. The developed reasoner makes it possible to 
traverse the relationships between concepts. It is 
necessary for the SQL generator, so that it may use 
only the most necessary tables and fields. It must 
generate a SQL query to obtain the needed data, 
without extracting the entire database. 

As described before, multiple concepts and data 
properties are directly based on database tables and 
fields. Some object properties describe table key 
restrictions. Generation of SQL statements is directly 
related to the search for these concepts and 
properties. When a concept is selected (Figure 2), the 
concept hierarchy is used to traverse it in the search 
for these values. To determine the necessary fields 
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and table to classify any data with the selected class, 
only the subclasses need to be considered. If a 
database record can be classified as any of the 
subclasses (including the selected class), the record 
belongs to the selected class. If it cannot be classified 
as any of the subclasses, the relationship is unknown, 
at best. By traversing all subclasses the SQL 
generator looks for tables and fields referenced in the 
names of the concepts and relations (in the case of 
complex concepts). They are added to a list of distinct 
tables and fields. This is the smallest set of data, 
which has to be obtained for positive classification. 
Next, all super classes of the select concept should 
also be considered. By doing the same operation of 
gathering database references from the super classes, 
additional tables and fields may be found. The 
purpose of these new tables and fields is not positive 
classification. They are needed to test consistency. 
Any data that have to belong to the selected class 
must satisfy the inherited restrictions of the super 
concepts. In order to keep the set of selected data as 
small as possible, addition of other tables is restricted 
in the second step. 

E.  Concept selection interface 
The user is presented with an interface for the 

selection of the desired concepts. By traversing the 
ontology only named classes are selected to be shown 
to the user. The user may select multiple concept and 
an “AND”, “OR”, “NOT” relationships and grouping 
between these concepts. Working together, the 
ontology reasoner and SQL generator can extract the 
smallest amount of data corresponding to these 
ontology concepts. The user query represents a new 
complex concept, which is a combination of existing 
concepts. The reasoner can determine the new 
concepts position within the existing concept 
hierarchy. The SQL generator obtains the data, and 
reasoning is performed. After the classification is 
done, the data may be presented to the user. In 
addition to selecting the desired data, all related 
classifications are also shown to the user. This makes 
the data more descriptive. 

It is difficult to visualize this data. There may be 
multiple object relations between tables. If provided 
in table form, some additional approaches for 
visualization may need to be used. 

 
IV.  CONCLUSIONS 

The described system can add ontology 
knowledge to an existing system or solution, because 
it is built in addition to it and does not require any 
changes to the established order. It works by mapping 
database tables and field to ontology concepts.  The 
developed system provides an additional way of 
accessing the data in the database. Instead of using 
SQL queries, combinations of existing concepts can 
be used. Data access becomes more intuitive. This 
can also be helpful to the developer of the system. 
Knowledge about the type of information stored in 

the database is also added to the system. Having an 
ontology, the concepts important to the system have 
to be stated explicitly. When problems with 
development or the functionality arise, it is possible 
to investigate the definitions of the concepts to recall 
their meaning. In case of insufficient definitions, the 
definitions of concepts can be extended and 
improved. Improvements, in these cases, can be 
performed by changing the ontology and not program 
code. This can be beneficial to development. The 
described system enhances the capabilities of the 
system by adding new possibilities in a none-
intrusive manner. 
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