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Abstract—The paper analyses an important problem of 
cyber security from human safety perspective which is usu-
ally described as data and/or computer safety itself with-
out mentioning the human. There are numerous scientific 
predictions of creation of artificial superintelligence, which 
could arise in the near future. That is why the strong neces-
sity for protection of such a system from causing any farm 
arises. This paper reviews approaches and methods already 
presented for solving this problem in a single article, analy-
ses its results and provides future research directions.
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I.	 Introduction

The paper presents an overview of safety concepts 
and technologies introduced in the recent years in the area 
of artificial intelligence (AI) safety. There are different 
predictions but many AI researchers, philosophers and 
futurologists agree that in the next 20 to 200 years a 
machine capable to perform on at least human level on 
all tasks will be developed [3,4,7, 10, 14]. According to 
assumption that such a machine will be capable to design 
the next generation of even smarter intelligent machines, 
an intelligence explosion will take place very shortly. 
Despite different predictions regarding this issue, from 
possible economic problems till complete extinction of 
a mankind, many researchers agree that this problem is 
extremely important and urgently needs serious attention 
[1,2,5,8,19],

This problem is becoming more and more important 
in the scientific community due to several reasons: rapid 
development of AI both on software and hardware levels; 
wide implementation of AI in industry and other fields 
of human activity; the lack of control of super-AI. The 
research in this field is in a very beginning and at the same 
time is crucial to our development and safety. 

The superintelligence problem is usually connected 
with a so-called singularity paradox, which could be 
described as follows: “superintelligent machines are 
feared to be too dumb to possess common sense” [10]. 

The machines have completely different discreet logic 
and structure, do not, and could not have emotions and 
feelings like humans.  Even if the computer will decide 

to make a man happy it will do it with the fastest and 
cheapest (in terms of computational resources) without 
using a common sense (for example killing of all people 
will lead to the situation that no one is unhappy or the 
decision to treat human with drugs will also make him 
happy etc.). Another issue is that we want computer to 
that we want, but due to bugs in the code computer will 
do what the code says, and in the case of superintelligent 
system, this may be a disaster.

The next sections of the paper will show the possible 
solutions of making superintelligence safe to humanity.

II.	 Possible solutions for safe AI
In his research of Artificial Super Intelligence Roman 

Yampolskiy presents a comprehensive review of potential 
solution methods of singularity and safe AI problem [18]. 
All possible solutions are grouped into several categories 
according to a way of dealing with the problem: 

	Prevention of development - the researchers of this 
group completely denies AI and consider only one 
method for dealing with the problem – prohibit the 
development of AI;

	Restricted development – here the idea is to restrict 
superintelligent machines with different approaches: 
software, hardware and mixed ones;

	Incorporation into society -  the authors are sure 
that intelligent machines should be a part of human 
society (in economic, legal, religious, ethical, moral 
and / or educational aspects) and this will help to 
successfully solve the problem;

	Implementation of self-monitoring algorithms of 
AI – create a set of rules to follow, development 
of human-friendly AI, include emotions into AI 
behaviour algorithms etc.;

	Other solutions – join AI, deny of the problem, relax 
and do nothing and some other proposals.

Prevention of development of AI is the most 
aggressive and straightforward method and probably 
the most effective one. However, taking into account the 
modern society and the level of inclusion of computers in 
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our life it is very unlikely that laws of banning computers 
will be accepted in a near future. Even if some of the 
worlds governments will incorporate such a law into its 
legislation there will always be countries or even several 
individuals who violates regulations.

Restricted development is the most commonly 
accepted solution to the safe AI problem. AI-boxes, 
leakproofing and restricted question-answering-only 
systems (Oracle AI) are among the proposed solutions 
in this group [3,4,16,17,20]. The methods presented in 
this category are similar to putting a dangerous human 
being into prison – it does not give a 100% safety but in 
most cases can help society to survive for some period of 
time. It is clear that this solution cannot help in the long-
term but could be a good initial measure when the real 
superintelligence will be developed.

Incorporation into society is a very easy to implement. 
We can include into computer algorithms social, moral, 
ethical and other rules, but an intelligent machine with a 
digital mind will easy and fast discover the drawbacks, 
contradictions and disadvantages of our legislation, moral 
and ethical rules. A very interesting idea of raising AI like 
a child also belongs to this group [11], however, the grow-
up children often are very different from their parents 
expectations despite all efforts.

The self-monitoring algorithms category includes 
explicitly hard-coded rules of behaviour into computer 
and creation of multilevel guard composed of clever 
machines to monitor each other. The set of rules is a good 
solution but it cannot cover every possible situation and 
if such a situation occurs, the computer may act in an 
unpredicted manner. The computer watch guard will lead 
to a hugely increased system which could not be handled 
by human and giving all right to AI sooner or later will 
have very bad effects.

The final category includes extreme approaches of 
battling against machines or doing nothing because a 
clever AI will defeat us in any way. Another opinion held 
by several researchers and businessmen including the 
owner of Tesla Elon Musk is that at the moment the only 
feasible solution to this problem is joining the researchers 
of AI (for example OpenAI project with the mission 
“discovering and enacting the path to safe artificial general 
intelligence” [13]) to be aware of technological advances 
in this field and to be able to react quickly depending on 
the situation.

As one may see, some of these proposals are 
completely unacceptable and will not be analysed in the 
paper while some needs to be described in more details. 
The next section will discuss some of the most interesting 
and realistic methods. 

III.	 Engineering Safe Superintelligence

David Chalmers firstly introduced the main idea of this 
approach in 2010, who suggested that for safety reasons 
AI systems should be restricted to simulated virtual 
worlds until their behaviour will be fully understood 
under controlled conditions [19].

Roman Yampolskiy in his book “Artificial 
Superintelligence” proposes a formalized notion of AI 
confinement protocol; for restricting an AI entity to a closed 
environment from which it cannot exchange information 
with the outside environment if such information is not 
authorized by the confinement authority [18]. 

The idea of this protocol is to ask system questions 
with restricted answers. These safe questions are defined 
as ones for which human being could find an answer 
without any help from superintelligent artificial mind. For 
example, the researcher has two alternative approaches to 
try and knows that one of them is definitely correct, but 
doesn’t know which one exactly. If the choice is wrong 
then he will lose time but will find a solution after some 
additional time. In this case, AI advice could be used.

Those types of questions are safe for several reasons. 
The main reason is the answer may be obtained even 
without assistance from AI and the second reason is that 
the answer could be encoded in a single bit making AI hard 
to hide additional information in it. Safe questions should 
be developed by the group of specially trained experts in 
different fields like computer science (especially in recent 
developments of AI), psychology, ethics, AI security and 
some others.

IV.	 AI confinement problem

The idea of confinement roots back from 1973 when 
Butler Lampson has defined the laws of confinement [12]:

	Total isolation: a confined program shall make no 
calls on any other program.

	Transitivity: if a confined program calls another 
program that is not trusted, this program should be 
also confined.

	Masking: a program to be confined must allow its 
caller to determine all its inputs into legitimate and 
covert channels.

	Enforcement: the supervisor must ensure that 
a confined program’s input to covert channels 
conforms to the caller’s specifications.

The confinement problem has many questions to be 
answered. For example it will be very difficult to interact 
with such a system (or even impossible) or that clever 
machine eventually will escape its prison using different 
approaches which a human guard does not know. The 
researcher Eliezer Yudkowsky has made so-called AI-Box 
experiment where he was trying to demonstrate that even 
human-level intelligence is enough to escape from an AI-
Box [13]. 

There are several possibilities to prevent 
superintelligence from escaping. The first thing proposed 
by Yampolkiy is to isolate humans from confined 
AI completely (no contacts via voice, Morse code, 
text messages or any other channels) and delegate all 
maintenance operations to unintelligent software that has 
no possibilities to release AI from the box.

The second measure to be taken is to allow AI 
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functioning on limited and randomly changed resources 
without any access to its configuration. The AI should be 
reset regularly where the previous versions should replace 
current one. Using a virtual machine could also help.

The last group of measures is actual design of 
confinement facility. It should have self-destruction 
function; it should be located in isolated, hard-to-reach 
place guarded to prevent unauthorized access.

V.	 Explainability of Intelligent Systems

Very important aspect of safe AI is explainability, 
when a user should clearly and fully understand the output 
of an AI system and make corrections if necessary.

The concept of explainable AI (XAI) is shown if Fig. 
1, which clearly shows that today the user usually does 
not know the answers to the following questions:

Fig. 1.	 Explainable AI [6].

why computer do it; why not something else; when it 
succeeded; when to trust a computer and how to correct 
errors. In the case of XAI the user will have answers to all 
of these questions.

In general, The Explainable AI (XAI) program aims 
to create a suite of machine learning techniques that [6]:

	Produce more explainable models, while 
maintaining a high level of learning performance 
(prediction accuracy); 

	Enable human users to understand, appropriately 
trust, and effectively manage the emerging 
generation of artificially intelligent partners.

Andres Holzinger in his paper gives an approach of 
a complete machine learning pipeline beyond algorithm 
development [9], the authors will show only relevant to 
safe AI issues:

	Data: pre-processing, integration, mapping and 
fusion – understanding the physical aspects of raw 
data and its surroundings, especially i the application 
domain; ensuring quality of data.

	Learning algorithms: all aspects of design, 
development, experimentation, testing and 
evaluation.

	Visualization of data and analysis: presentation of 
multidimensional data in a human-friendly form.

	Privacy: data protection, safety and security.

	Entropy: used as a measure of uncertainty in data.

Wojciech Samek gives provides several reasons why 
explainability is so important for AI research and its safety 
aspects [15]:

	Verification of the system: no one should trust 
artificial system by default. In this case, verification 
procedure allows testing the AI “black box” 
behaviour and outputs using different solutions 
already available.

	Improvement of the system: Before improving the 
system, we should understand its weaknesses and 
the better we do it the better we can improve them.

	Learning from the system: nowadays AI systems 
are often using the big data of millions examples 
which human mind cannot deal with. That is why 
explainable AI should have extracted knowledge in 
a human understandable manner.

	Compliance to legislation: if a system gives wrong 
answer in a critical data domain, the responsibility 
should be preserved according to legislation issues. 
The users affected by such AI decision will want 
to know why the system decided that way. Only 
explainable system will give the answer.

There are several methods for making AI explainable: 
sensitivity analysis (SA), Layer-Wise relevance 
propagation (LRP) and others.

Fig. 2.	 Explanation of AI system prediction [15]

The fig.2 shows that system has correctly classified an 
input as a “rooster”. In order to understand this decision, 
explanation methods such as SA or LRP are applied. The 
result of this explanation is an image, which visualizes 
the importance of each pixel for the prediction. In this 
example, the rooster’s red comb and wattle are the basis 
for the AI system’s decision. Using such a methodology 
user can be sure that system works as it intended to be. 

VI.	 Future research directions

The paper shows that the research made in the direction 
of ensuring safety of artificial superintelligence is in its 
early stages. All the methods are limited and do not assure 
the complete confidence of AI user that this technology 
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will have only positive effects.

All possible solutions to ensure safe AI should be 
taken into account and carefully analysed and any small 
chance of improvement should be tested and implemented 
in a prototype.

Safe AI is the area of several interconnected 
science directions like computer science, psychology, 
mathematics, physics, philosophy, linguistics, biology 
and many more. That is why only a team of cross-trained 
researchers could deal with such a problem and expect to 
have some positive results.

The author of this article wants to attract attention 
of researchers from all fields to this topic, because the 
creation of superintelligent machine is only a matter of 
time and we should be ready and know what to do.

 The further research directions will be development 
of experimental testing framework for different AI 
systems to check some of the above-mentioned methods 
of ensuring the safety of artificial superintelligence.
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