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Abstract - The paper focuses on the main theoretical 
principles and properties of wavelet transforms. The 
problem of digital data processing based on wavelet 
transforms is considered. The analysis and processing of 
signals and functions that are non-stationary in time and 
inhomogeneous in space are presented. The authors 
propose methods of progressive coefficients’ values that 
combine wavelet decomposition and quantization, the 
main purpose of which is to convey the most important 
piece of information about a signal. 

Keywords - basic wavelet function, discrete (DWT) and 
continuous (CWT) wavelet transform, scaling function, 
wavelet transform. 

I. INTRODUCTION 
Currently, information systems and technologies are 

actively used in almost all spheres of human life. In this 
regard, the constant growth of the volume of digital 
information is characteristic, the increasing 
requirements for the quality of its processing, 
transmission and storage [1, 2]. The results of research 
in the field of digital information processing have found 
application: in mechanical engineering and instrument 
making, in the military field, in medicine and ecology, 
in geographic information systems and cartography, in 
scientific research and other areas. 

 
As a rule, various compression methods are often 

used to reduce the amount of information during its 
storage and processing. At the same time, it is necessary 
that the compressed data contain only the most 
significant and unique part of it, according to which it is 
possible to restore all the original information. 

There are a large number of data compression 
methods that are used to achieve different purposes and, 
as a result, have their own characteristics. Relatively 
new, but at the same time popular due to the extensive 
field of application of this mathematical apparatus, is the 
scientific direction associated with the theory of 
wavelets. 

II. DEFINING A WAVELET TRANSFORM 
Wavelet is a generalized name for a family of 

mathematical functions local in time and in frequency, 
which have the form of a small wave with nonzero 
values in the central region and decrease to zero with 
distance from the center. Wavelets include functions 
that are constructed from one parent wavelet )(tψ  by 
time shift operations (b) and time scale changes (a): 
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Wavelet transform is a transform that transforms a 
signal from a temporal representation into a time-
frequency representation and is a convolution of a 
wavelet function with a signal [3]. The results of the 
wavelet transform contain combined information about 
the analyzed signal and the wavelet itself, and also allow 
you to isolate the low-frequency and high-frequency 
components of the signal.  

In digital data processing, it is necessary to comply 
with some requirements related to scaling and 
orientation of objects, as well as spatial localization. 
Data transformation should allow analyzing the image 
of an object simultaneously at different scales. Spatial 
localization of transformation is usually resorted to 
when information about the location of object details is 
necessary. 

III. DISCRETE (DWT) AND CONTINUOUS (CWT) 
WAVELET TRANSFORMS 

For signal processing and transformation, as a rule, 
discrete (DWT) and continuous (CWT) wavelet 
transforms are used.  

Let the functions )(ts  with finite energy (norm) in 

space )(2 RL , be defined along the whole real axis 
),( ∞−∞R .  

Continuous wavelet transform or wavelet image 
function )()( 2 RLts ∈  is a function of two variables: 
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where )(ts  – original function, )(tψ  – mother 
wavelet function, а – wavelet timescale parameter, b – 
wavelet time offset. 

Analysis by continuous wavelet transform starts at 
high frequencies and is carried out in the direction of 
their reduction. The first value of the scaling parameter 
corresponds to the most compressed wavelet, then the 
value is increased and the wavelet is expanded. The 
wavelet is placed at the beginning of the signal, 
multiplied with it, integrated and normalized. The result 
of the calculation is placed at the point of the time scale 
of the transformation spectrum corresponding to the unit 
time parameter and the zero time offset of the wavelet. 
At the next step, the unit scale wavelet is shifted to the 
right by the value b and the calculations are repeated. 
The procedure is repeated until the wavelet reaches the 
end of the signal. The result is a row of points on a time 

scale for a unit scale. To calculate the next scale row, the 
time scale value is increased by some value. 

Thus, the continuous wavelet transform is the 
decomposition of the signal in terms of all possible shifts 
and contractions / stretches of some localized finite 
function - a wavelet. In this case, the variable ‘a’ 
determines the wavelet scale and is equivalent to the 
frequency in Fourier transforms, and the variable ‘b’ is 
the wavelet shift from the initial point in the domain of 
its definition, the scale of which completely repeats the 
time scale of the analyzed signal. Hence it follows that 
wavelet analysis is a frequency-spatial analysis of 
signals. 

Continuous wavelet transform is poorly suited for 
numerical calculations. Also, this transformation gives 
wavelet spectra with an excessive amount of 
information, that is, it is possible to completely restore 
the signal with a smaller number of spectral 
components. Continuous wavelet transform uses the 
entire range of variation of the values of a and b, which 
in practice is impossible to achieve. A choice of samples 
with respect to a and b is required, or sampling of the 
phase space [4], which would eliminate this redundancy. 

Therefore, in practice, discrete wavelet transform is 
most often used. 

Discrete wavelet transform provides enough 
information for both signal analysis and synthesis, while 
being economical in terms of the number of operations 
and the required memory. DWT operates with discrete 
parameter values a and b, which are set, as a rule, in the 
form of power functions: 
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where m – scale parameter, k – shift parameter [5]. 
The direct transform wavelet coefficients are 

described by the following relation: 

 
∫
∞

∞−

−⋅= dtktatsaС m
m

mk )()( 020 ψ   (4) 

The inverse discrete transformation for continuous 
signals with a normalized orthogonal wavelet basis of 
space is represented in the following form: 

 
∑ ∑
∞

−∞=

∞

−∞=

−⋅⋅=
m k

m
m

mk ktaaCts )()( 020 ψ   (5) 

When processing data arrays, discrete wavelets are 
used in а pair with their associated discrete scaling or 
scaling functions )(tmkϕ . If wavelets are considered as 
analogs of high-frequency filters of a signal, then the 
scaling functions are analogs of low-frequency filters, 
with which the components that have not passed the 
wavelet filtering are extracted from the signal. The sum 
of the wavelet coefficients and the scaling coefficients 
of the signals’ decomposition provides the ability to 
perform accurate signals’ reconstruction: 
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where 
kaC  – scaling factors, or signal 

approximation factors, 
mkdC   – wavelet coefficients, or 

detail coefficients [5]. 
In matrix representation, low- and high-frequency 

filters are interconnected vectors of coefficients: a high-
frequency filter is obtained from a low-frequency filter 
by writing its coefficients in reverse order and changing 
the sign of each even coefficient. Thus, if we denote the 
coefficients of the low-frequency filter as a vector c of 
length 2n, then the wavelet transform of the signal will 
consist in multiplying the corresponding column vector 
by a matrix of the following form:  
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To carry out the inverse transformation, it is 

necessary to multiply the vector of signal coefficients by 
the inverse matrix: 
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From the point of view of using a set of filters, 

discrete wavelet transform of a signal x according to 
Malla's scheme are obtained by decomposing the signal 
through a low-frequency filter with an impulse response 
g and a high-frequency filter h as a result, the 
coefficients of approximation and detail are obtained, 
respectively (Fig. 1). 

   
Fig. 1. Signal decomposition scheme for fast discrete wavelet 

transform (according to Malla’s scheme)  

IV. HAAR AND DAUBECHIES WAVELETS 
The simplest and most widespread wavelets are the 

Haar and Daubechies wavelets. 
Haar wavelets (HAAR wavelets) are orthogonal and 

well localized in space, but they are not smooth, 
symmetric in shape and do not have good localization in 
the frequency domain [6]. The basic wavelet function 
has the form of rectangular pulses and is set as follows:  
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or in discrete representation: 
 

 
)2(2 2/

, ktmm
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where m – scale parameter, аnd k – shift parameter 

[7]. 
The scaling function that determines the 

approximation of the signal is constant and described by 
the following expression:  
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or discretely: 
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The Haar transform is a pair of filters that separate 

the signal into low-frequency and high-frequency 
components [8]. That is, each pair of adjacent elements 
of a one-dimensional signal is assigned two new signals: 
the approximating signal ia , which is calculated as the 

half-sum of the elements, and the detail signal ib  – half 
difference of adjacent elements. 

The Haar transformation matrix has the following 
form:  
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It has the property of orthogonality, so its inverse 

matrix can be obtained by transposition: 
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The two-dimensional Haar transform in accordance 

with the Malla scheme is reduced to a composition of 
one-dimensional transformations: a one-dimensional 
wavelet transform is applied to each row and 
subsequently column of the two-dimensional matrix, as 
a result of which four matrices are obtained: 
approximating the original signal, as well as vertical, 
horizontal and diagonal detailing signals [3]. 

Since the Haar wavelet is not smooth, Ingrid 
Daubechies suggested using functions that are 
calculated iteratively. Such wavelets do not have an 
explicit analytical representation of a function by a 
single formula; they have orthogonality, compact 
support, and are asymmetric. The widespread use of 
these wavelets in digital signal processing has led to the 
possibility of using them to implement fast discrete 
wavelet transform.  

One of the characteristics of Daubechies wavelets is 
the order n, which is defined as half the number of 

coefficients [9]. There are two variants of notation for 
Daubechies wavelets: 

• DN, where N – number of wavelet filter 
coefficients; 

• dbn, where n – wavelet order.  
With an increase in the order, the "smoothness" of 

the wavelets and the steepness of the cutoff of their 
frequency characteristics increase, therefore, the quality 
of signal decomposition and their reconstruction. 

The coefficients of the Daubechies transformation 
matrix are found using the system of equations, which 
for the Daubechies wavelet DN will contain N 

equations: 
2
N

 equations following from the 

orthonormality condition, 
2
N

 and  zero moment 

equations. For example, to find the values of the 
coefficients of the Daubechies transformation matrix 
D4, the system of equations looks as follows: 
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To perform one-level two-dimensional wavelet 

decomposition with respect to a specific wavelet, the 
MATLAB Wavelet Toolbox provides the 'dwt2' 
command. The results of performing a two-dimensional 
wavelet transform in the MATLAB system are shown in 
Fig. 2. 
 

 
                                               а)                                                                                       b) 

Fig. 2. Two-dimensional transformation in the MATLAB system:  
a - with basic Haar wavelet, b - with basic Daubechies wavelet db4
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V. APPLICATION OF METHODS OF PROGRESSIVE 
COEFFICIENTS’ VALUES (PCSM) IN INFORMATION 

COMPRESSION   
Wavelet transforms provide an efficient solution to 

the compression problem. However, in addition to this, 
the complete cascade sequence of two-dimensional 
signals’ compression, or true compression, includes the 
iterative phases of quantization, encoding and decoding 
(Fig. 3) [10]. 

There are progressive coefficients’ values (PCSM) 
techniques that combine wavelet decomposition and 
quantization. The main purpose of such methods is to 
transmit as soon as possible the most important piece of 
information about the signal, which gives the largest 
reduction in the discrepancy between the original and 
reconstructed signals [11]. Such methods are based on 
the following ideas: 

• receiving an image with an increased 
resolution during decoding; 

• obtaining a set of compression coefficients 
based on the length of the stored code; 

• use in aggregate of wavelet decomposition to 
ensure sparsity and classical coding methods; 

• using a tree structure for wavelet 
decomposition [12] – [14]. 

Some of the methods for progressive coefficients’ 
values in MATLAB Wavelet Toolbox terminology are 
as follows: 

• ‘ezw’ - the Shapiro method, or the Embedded 
Zerotree Wavelet method - combines stepwise 
thresholding and progressive quantization, 
focused on efficient coding in order to 
minimize the compression coefficient; 

• ‘spiht’, ‘spiht_3d’ - the method of partitioning 
a set in hierarchical trees (Set Partitioning In 
Hierarchical Trees) - an improved version of 
the original EZW algorithm, which uses nested 
encoding, and also provides the best quality of 
a two-dimensional signal at any stage of 
decoding; 

• ‘stw’ - Spatial-orientation Tree Wavelet 
method; 

• ‘wdr’ - Wavelet Difference Reduction method; 
• ‘aswdr’ - Adaptively Scanned Wavelet 

Difference Reduction method [10, 15]. 

 

 
Fig. 3. Genuine compression scheme 

 
The quality of data compression in the aggregate 

depends on the compression method, the selected wavelet 
and the number of iterations [16]. Fig. 4-7 show the 
compression results for the 'ezw' and 'spiht' methods 

using the Haar and Daubechies db4 wavelets in various 
combinations [17, 18]. 
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Fig. 4. Results of compression of a two-dimensional signal by the 
EZW method using the Haar wavelet 

 

 
 

Fig. 5. Results of compression of a two-dimensional signal by the 
EZW method using the Daubechies wavelet db4 

 

 
 

Fig. 6. Results of compression of a two-dimensional signal by the 
SPIHT method using the Haar wavelet 

 

 
 

Fig. 7. Results of compression of a two-dimensional signal by the 
SPIHT method using the Daubechies wavelet db4 

VI. CONCLUSION  
The use of wavelet transforms in data compression 

has a number of advantages: information redundancy is 
eliminated, data is restored with the same filters, and 

lossy compression is implemented simply by discarding 
unimportant details [19]. Although wavelet analysis is 
already the basis of some compression technologies, this 
direction of research remains relevant, because there is 
no single method for choosing a transformation 
algorithm and a basic wavelet [20, 21]. 
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